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Abstract

Designing sustainable, cross-sectoral energy supply systems is a challenging

task. A widespread and proven planning approach is mathematical opti-

mization and in particular mixed-integer linear programming (MILP). While

numerous MILP models have been presented in literature, there is no conven-

tion which level of detail is necessary to obtain reliable energy system designs.

In this paper, a systematic performance comparison of 24 MILP models for

designing multi-energy systems is conducted. The models include different

combinations of five widely used model features: Piece-wise linear invest-

ment curves, multiple component resolution, minimum part-load limitations,

part-load efficiencies, and start-up costs. The operational performances of

the optimal system designs are compared by using a unit commitment opti-

mization with high level of detail. In a district heating case study, the total

annualized costs of the unit commitment optimizations differ substantially

from 391 to 481 kEUR and the computation times of the design optimizations
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range from 10 s to more than 10 h. Models that consider part-load efficien-

cies lead to the lowest system costs but the highest computation times. In

addition, simple design heuristics are identified which lead in combination

with fast-solving linear models to energy systems with low total annualized

costs (410 kEUR, 5 % cost increase).

Keywords:

Design optimization, Multi-energy system, MILP, Energy hub, Linear

programming, Model complexity

1. Introduction

In order to reduce carbon emissions and achieve the climate goals formu-

lated in the Paris agreement 2015, a transformation of the energy infrastruc-

ture and markets takes place and is driven by the decentralization of energy

systems. In order to integrate fluctuating renewable energies and to exploit

synergies between different energy sectors (electricity, heating, cooling, and

natural gas), multi-energy systems are a promising concept and in the fo-

cus of current research [1]. In this field, the concept of energy hubs (EH) is

gaining increasing interest for district energy systems [2].

Designing EHs with many different conversion and storage technologies,

including renewable energies, is a complex and challenging task [3]. One

planning approach that has been developed over the last decades is based

on mathematical programming [4]. Especially mixed-integer linear program-

ming (MILP) has proven to be a useful approach within the planning process

[5]. In scientific literature, countless MILP models with varying degrees of

complexity have been presented [6]: Starting from simple linear models [7],
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MILP formulations became more and more complex as modelers strove for

higher level of detail and model accuracy. For short-term operation opti-

mization with a small number of time steps, complex models with a large

number of operational constraints led to major progress in model accuracy

[8]. However, the computational costs of design optimization models with

a large number of time steps and binary variables have reached the limit

of practical applicability. As a result, bridging the gap between short-term

operation models and long-term planning models is a focus of current re-

search [8]. Since the most detailed and complex MILP models cannot be

solved within a reasonable time, substantial simplifications are inevitable in

state-of-the-art models. However, there is a high degree of uncertainty on

how and which MILP models can be simplified without causing any relevant

loss of accuracy or reducing the validity of the optimization results. In order

to close this gap, a comprehensive analysis of different modeling approaches

for MILP models in the field of design optimization is conducted in this pa-

per. The study investigates the impact of different levels of detail for MILPs,

regarding model complexity (i.e. computational costs) and the operational

performance of the optimal EH design.

1.1. Complexity of optimization models

Investigating model complexity becomes increasingly important since a

lot of different calculation models are developed over time but often no con-

ventions exist regarding which level of detail is sufficient to obtain reliable

optimization results [9]. The degree of model complexity is limited by com-

putational costs and thus, leads to a trade-off between model accuracy and

computing times [10]. In accordance with Ridha et al. [11], the complexity of
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a model describes the level of detail with which it represents the real system.

The more model features are considered, the more detailed it represents the

real system dynamics. However, more complex models do not necessarily

lead to more accurate results [12]. Ridha et al. [11] compare 145 energy

system models and, in accordance with previous works by Winkelmüller et

al. [13] and Senkpiel et al. [14], define four dimensions of complexity:

• Temporal resolution and horizon,

• spatial resolution and horizon,

• mathematical complexity, i.e. model class (linear program (LP), MILP,

non-linear) and the approach to cope with uncertainty, and

• system scope, which describes the system components included in the

model, and the level of detail of their representation.

The first two dimensions (temporal and spatial resolution) have been in-

vestigated in numerous recent studies: Simoes et al. [15] investigate different

spatial resolutions of wind and PV generation locations. They find that dis-

aggregating wind generation locations has a significant effect on the results,

leading to a lower electricity generation. Kotzur et al. [16] investigate dif-

ferent time series aggregation methods. Results show that representative

periods are superior to averaged values and for systems with higher shares

of renewables, more representative periods are necessary. Marquant et al.

[17] compare modeling approaches with different temporal aggregations (full

year representation, design day representation, rolling horizon formulation)

with respect to the resulting energy system design and find that aggrega-

tion methods do not necessarily lead to a decline of accuracy. Babrowski et
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al. [18] propose to split the full range of time steps into multiple smaller

subproblems with a smaller number of time steps. They show that the opti-

mization results are consistent with a perfect foresight approach over a full

year.

The third complexity dimension (mathematical model class) has also been

addressed in recent publications: Ommen et al. [19] compare three different

models for operation optimization: An LP, an MILP, and a non-linear model.

Substantial differences in the component operation between the models are

observed. The MILP is found to be the most appropriate, considering ac-

curacy and runtime. Putz et al. [20] compare an MILP formulation with

dynamic programming for solving a unit commitment problem. They find

that the dynamic program with state prediction leads to substantially smaller

computation times compared to the MILP formulation.

In the field of long-term optimization of national energy systems, the

fourth complexity dimension, i.e. the impact of different levels of detail,

has been investigated in the following papers: Poncelet et al. [8] investigate

whether increasing the temporal resolution or the level of operational detail

is more important for the accuracy of the results. They evaluate the opera-

tional performance of different energy systems with a detailed unit commit-

ment model. Results show that for systems with low penetration of renewable

energies, the impact of both, temporal resolution and level of operational de-

tail, is limited. However, for high penetration of renewables, the impact of

the temporal resolution becomes dominant. Based on a case study for Ire-

land, Welsch et al. [21] find that neglecting detailed operational constraints

in the planning models has a strong impact on the optimal capacity mix of
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the energy system. Gils et al. [22] compare four mathematical optimization

models for the design of national energy systems and find that the represen-

tation of individual technologies plays an important role. However, no final

conclusions are drawn regarding the degree of detail required for modeling

different technologies.

Gabrielli et al. [23] compare different levels of detail for modeling a multi-

energy system with different types of fuel cells. They find that neglecting the

system dynamics (minimum runtime or ramping limitations) does not signif-

icantly affect the optimal system. The least complex model with constant

conversion efficiencies, however, results in a substantial accuracy decline.

Zhou et al. [24] find that for a combined cooling, heating and power

system the impact of assuming constant efficiencies is small. Due to the

installation of multiple CHP units and thermal storages, CHP units can op-

erate close to the nominal power and therefore, the actual efficiencies deviate

only slightly from the nominal efficiencies.

Palmintier et al. [25] show that neglecting detailed operational con-

straints, such as minimum part load, ramping constraints, or operating re-

serves, leads to a sub-optimal generation portfolio and higher operating costs.

Helistö et al. [26] compare the impact of different temporal resolutions

and operational details on investment planning models. They find that for

systems with a large share of renewables, sector-coupling technologies should

be modeled more detailed and selecting a large number of representative

periods becomes more important.

Evins et al. [27] investigate new formulations for increasing the level of

detail for EH design models. These comprise minimum runtimes, different
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approximations of part-load efficiency curves and storage loss coefficients.

They find that increasing the level of operational detail has a substantial

effect on the optimal EH design.

In the following, a short summary of MILP formulations for designing

EHs is provided and the most relevant modeling features are identified.

1.2. Model features

By analyzing recent publications, the following five model features have

been identified as most relevant for EH design models on district scale:

• Piece-wise linear investment curves,

• multiple component resolution,

• minimum part-load limitations,

• part-load efficiencies, and

• start-up costs.

For 29 studies, Table 1 lists which of the five model features are consid-

ered in the respective MILP model. While minimum part-load limitations

are frequently modeled, piece-wise linear investment curves are usually not

considered. In general, no convention exists which combination of model fea-

tures should be used in design optimization. The following sections introduce

the features in more detail and sketch how they are considered in recently

published studies.
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Table 1: Model features considered (x) in MILP formulations: I: Piece-wise linear in-
vestment curves, L: Minimum part load, E: Part-load efficiency, C: Multiple component
resolution, S: Start-up costs.

Publication I L E C S

Yokoyama et al. (2002) [28] x x - - -
Weber et al. (2011) [29] x x x - -

Fazlollahi et al. (2012) [30] - x x x -
Voll et al. (2012) [31] - x x x -

Omu et al. (2013) [32] - x - - -
Pruitt et al. (2013) [33] - x x - x
Zhou et al. (2013) [24] - x x x -

Voll (2014) [34] x x x x -
Wakui et al. (2014) [35] - x x x x
Bischi et al. (2014) [36] - x x - x
Evins et al. (2014) [27] - x x - -

Rieder et al. (2014) [37] x x - x -
Yokoyama et al. (2015) [38] - x x x -

Yang et al. (2015) [39] - x x x -
Milan et al. (2015) [40] - x x - -

Akbari et al. (2016) [41] - - - x -
Morvaj et al. (2016) [42] - x - - x

Li et al. (2016) [43] - x x - -
Goderbauer et al. (2016) [44] - x x x -

Majewski et al. (2017) [45] x x - x -
Deng et al. (2017) [46] - x x - -

Schütz et al. (2017) [47] x x x - -
Sameti et al. (2017) [5] - - - x -

Dolatabadi et al. (2017) [48] - x - - x
Jing et al. (2018) [49] - x x - x

Gonzalez-Castellanos et al. (2018) [50] - x x x x
Gabrielli et al. (2018) [23] - x x - -

Karmellos et al. (2019) [51] - x - - -
Hollermann et al. (2019) [52] - x - x -
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1.2.1. Investment curves

For many technical devices, the relationship between the component’s

capacity and its investment is non-linear [53]. Generation and storage units

with larger capacities have lower specific costs than units with smaller ca-

pacities [54]. In MILP models, this non-linearity can be approximated with

a piece-wise linear relationship based on manufacturer and literature data

[29].

1.2.2. Multiple component resolution

In EHs usually more than one unit of each technology is installed. For

instance, if CHP units are installed, usually not only one but multiple small

units are used. This modularization increases the robustness of the operation

against technical failures, enhances the operational flexibility, and leads to

higher efficiencies since multiple smaller units can be operated at higher part

loads than one large unit. Modeling multiple components for every technol-

ogy is a widely used approach: The model by Fazlollahi et al. [30] enables

the installation of up to three boilers as well as four gas engines and turbines.

Sameti et al. [5] and Yang et al. [39] also model multiple components of ev-

ery technology. The latter work assumes that all components of a technology

have the same capacity.

1.2.3. Minimum part load

Many technical devices cannot operate in arbitrary low part load. Heat

generation units like boilers or CHP units usually cannot be operated at loads

below 20 % of their nominal capacity. However, the operation of electrical

devices, like photovoltaic modules, is often hardly restricted by part-load lim-
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itations. As listed in Table 1, minimum part-load limitations are considered

in most models.

1.2.4. Part-load efficiency

In models with a low degree of detail, the efficiency of a component is

assumed constant over the entire operation range, from full load to minimum

part load, for example in [42]. More detailed approaches use non-linear ap-

proximations, for example in [44]. A third approach is to use piece-wise linear

functions, as published in [55]. A slightly different formulation is presented

by Pruitt et al. [33] who define the electrical efficiency as a linear funtion of

the relative load (relative load: relation between actual load and capacity).

An equivalent formulation is presented in [56].

1.2.5. Start-up costs

Frequent starts and shutdowns of engines can lead to a reduction of their

lifetime due to increased wear and tear as well as an increased fuel con-

sumption. These effects can be monetized by introducing specific costs for

every component start and/or shutdown. If start-up costs are neglected, the

operation of components may be characterized by frequent starts and stops.

In the literature, start-up costs are modeled in different ways: Morvaj

et al. [42] and Jing et al. [49] limit the number of starts of CHP units to

one per day. Fazlollahi et al. [30] introduce model constraints which ensure

that energy conversion units must run a minimum time before they can be

shut down. Wakui et al. [35] and Gonzalez-Castellanos et al. [50] penalize

start-ups with an increased fuel consumption during start-up intervals. The

SIFRE model [55] explicitly considers start-up costs in the objective function
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and takes into account the off-time duration before the unit is switched on

again. Bischi et al. [36] present a MILP formulation for short-term operation

planning of a combined cooling, heat and power system. They penalize every

component start with fix costs in the objective function.

1.3. Contributions

A research gap is identified regarding the necessary level of detail in MILP

formulations for the design optimization of multi-energy systems. Therefore,

in this paper, a systematic comparison of 24 MILP formulations with different

levels of detail for the design of EHs on district scale is presented. For this

purpose, a base model (linear program) is systematically extended by five

widely used model features: Piece-wise linear investment curves, multiple

component resolution, minimum part load, part-load efficiencies, and start-

up costs. The study aims at answering the following questions:

• How do different model features influence the optimal energy system

configuration?

• Which model features are necessary and sufficient to obtain accurate

and meaningful optimization results?

• What is the impact of different model features on the computational

costs?

• Is it possible to identify models with low complexity that provide as

accurate results as the most complex models?

Providing answers to these open questions is highly relevant for future model

development in the field of energy system design optimization.
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1.4. Paper organization

The paper structure is as follows: In Section 2, the MILP formulations as

well as the methods for the comparison and evaluation are described in detail.

Based on a case study, the model comparison is conducted in Section 3. The

results are generalized and discussed in Section 4. Finally, conclusions and

an outlook are provided in Section 5.

2. Methods

In this section, the (mixed-integer) linear programs investigated in this

study are presented. Firstly, the base model, which represents the model

with the lowest complexity, is presented in Section 2.1. In Section 2.2, the

constraints of the five model features are presented in detail.

2.1. Base model (linear program)

The mathematical optimization model determines the optimal energy

supply system to cover time-varying heating and cooling demands. The en-

ergy supply system is defined by an optimal selection of energy conversion

and storage units, and their optimal sizing. The optimization also models the

operation of all system components based on perfect forecasts of demands

and weather conditions. Main constraints of the model are energy balances,

which ensure that the heating and cooling demands are met in every time

step. In this study, the duration of time steps is ∆t = 1 hour, which rep-

resents a feasible trade-off between accuracy and computational costs [57].

The optimization model is based on design days. For this purpose, the an-

nual time series of heating and cooling demands as well as weather data are
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aggregated to 6 design days, using a k-medoids clustering algorithm as pre-

sented by Domı́nguez et al. [58] and implemented by Schütz et al. [57]. In

the following formulation, all decision variables of the model are constrained

to have non-negative values unless otherwise stated. Decision variables are

written in italics while model parameters are written in non-italics. Greek

symbols represent model parameters except for δ and ξ, which represent

decision variables.

2.1.1. Superstructure

The superstructure of an optimization model comprises all technologies

that can be selected in the optimization. The superstructure used in this

paper is depicted in Fig. 1: Gas boilers generate heat and PV modules elec-

tricity. CHP units are gas-driven and generate heat and electricity. Com-

pression and absorption chillers provide cooling energy. In order to enhance

the operational flexibility, batteries as well as heat and cold storages can be

selected by the optimization. A connection to the public electricity and gas

grid exists.

2.1.2. Objective function

The objective of the optimization is minimizing total annualized costs

(TAC). They include annualized investments (Cinv), operation and mainte-

nance costs (Com), gas and electricity costs (Cgas, Cel), and revenues from

electricity feed-in (Rfeed−in):

minTAC = Cinv + Com + Cgas + Cel −Rfeed−in (1)
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Figure 1: Superstructure of the optimization model with all generation and storage tech-

nologies.

For the annualization of investments, an annuity factor ainv,k is used:

Cinv =
∑
k∈K

∑
m∈Mk

ainv,k Ik,m (2)

In the following, k ∈ K denotes the technology and m ∈ Mk the component

(multiple components of the same technology can be selected). The operation

and maintenance costs are expressed as a proportion fom of the investment

costs:

Com =
∑
k∈K

∑
m∈Mk

fom,kIk,m (3)

All technical and economic model parameters are listed in Appendix A. The

investment I is modeled with constant specific investments i:

Ik,m = ikcapk,m ∀ k ∈ K, m ∈ Mk (4)
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Here, capk,m denotes the nominal power of each component. For gas boilers,

compression and absorption chillers, cap denotes the rated heating and cool-

ing power. For CHP units and PV installations, it denotes the rated electric

power. For energy storages, cap represents the storage capacity.

The gas costs result from the total amount of gas purchased (Ggrid,tot)

and the gas price (pgas):

Cgas = Ggrid,tot pgas (5)

The total gas demand of the system is obtained by summing up the gas

demand for all time steps t of all design days d:

Ggrid,tot =
∑
d∈D

wd

∑
t∈T

( ∑
m∈MBOI

ĠBOI,m,d,t +
∑

m∈MCHP

ĠCHP,m,d,t

)
∆t (6)

wd describes the number of days of a year which design day d represents.

The electricity costs are captured by:

Cel =
∑
d∈D

wd

∑
t∈T

Pgrid,d,t pel,d,t∆t (7)

Here, pel,d,t denotes the electricity price and Pgrid,d,t the power import from

the grid.

Feed-in revenues result from excess power of CHP units and PV:

Rfeed−in = Rfeed−in
CHP +Rfeed−in

PV (8)

with the revenues for each technology as follows:

Rfeed−in
CHP =

∑
d∈D

wd

∑
t∈T

( ∑
m∈MCHP

Pfeed−in,CHP,d,t rfeed−in,CHP,d,t

)
∆t (9)

Rfeed−in
PV =

∑
d∈D

wd

∑
t∈T

(Pfeed−in,PV,d,t rfeed−in,PV,d,t) ∆t (10)
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2.1.3. Constraints

In the following, the optimization constraints of the base model are de-

scribed in detail.

Technologies

The nominal capacity of all components, except for the PV modules, is

a free positive variable. The PV area is limited by the maximum available

area:

APV ≤ Amax
PV (11)

The rated PV power (under Standard Test Conditions (STC) [59]) is

P nom
PV = Gsol,STCAPV ηPV,STC (12)

Here, Gsol,STC is the global irradiance and ηPV,STC the electric efficiency under

Standard Test Conditions.

The power of all components is limited by their nominal power:

Q̇h,BOI,m,d,t ≤ Q̇nom
h,BOI,m ∀ m ∈ MBOI, d ∈ D, t ∈ T (13)

Q̇c,CC,m,d,t ≤ Q̇nom
c,CC,m ∀ m ∈ MCC, d ∈ D, t ∈ T (14)

Q̇c,AC,m,d,t ≤ Q̇nom
c,AC,m ∀ m ∈ MAC, d ∈ D, t ∈ T (15)

PCHP,m,d,t ≤ P nom
CHP,m ∀ m ∈ MCHP, d ∈ D, t ∈ T (16)

PPV,d,t ≤ P nom
PV ∀ d ∈ D, t ∈ T (17)

Here, Q̇nom
h,k,m, Q̇nom

c,k,m, and P nom
k,m denote the rated heating, cooling and electric

power of component m and technology k, respectively. Q̇h,k,m,d,t, Q̇c,k,m,d,t,

and Pk,m,d,t denote the heating, cooling, and electric power at time step t and

design day d, respectively. The thermal power of gas boilers, compression
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and absorption chillers are expressed with their thermal efficiencies:

Q̇h,BOI,m,d,t = ĠBOI,m,d,t η
nom
BOI ∀ m ∈ MBOI, d ∈ D, t ∈ T (18)

Q̇c,CC,m,d,t = PCC,m,d,t COPnom
CC ∀ m ∈ MCC, d ∈ D, t ∈ T (19)

Q̇c,AC,m,d,t = Q̇h,AC,m,d,t β
nom
AC ∀ m ∈ MAC, d ∈ D, t ∈ T (20)

Here, Q̇h,AC,m,d,t denotes the heat flow that drives the absorption chiller and

Q̇c,AC,m,d,t its cooling power. The thermal efficiency of gas boilers, the heat

ratio of absorption chillers, and the coefficient of performance (COP) of com-

pression chillers are assumed constant.

Constant thermal and electric efficiencies are assumed for CHP units:

PCHP,m,d,t = ĠCHP,m,d,t η
nom
el,CHP ∀ m ∈ MCHP, d ∈ D, t ∈ T (21)

Q̇h,CHP,m,d,t = ĠCHP,m,d,t η
nom
th,CHP ∀ m ∈ MCHP, d ∈ D, t ∈ T (22)

The power of the PV modules is expressed with the global tilted irradiance

(Gsol,d,t) and the module efficiency (ηPV,d,t), which depends on the ambient

air temperature and is calculated in a pre-processing step:

PPV,d,t ≤ Gsol,d,tAPV ηPV,d,t ∀ d ∈ D, t ∈ T (23)

The inequality enables curtailment of PV power.

Energy storages

Thermal and electric storages are modeled according to a formulation by

Gabrielli et al. [60] and Kotzur et al. [61], which allows a seasonal operation

of storages, despite using design days. The state of charge Sk,m,n,t of each

component of storage technology k ∈ Ksto (battery, heat, and cold storage)
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for each day of the year n ∈ Nyear with Nyear = {1, 2, ..., 365} is:

Sk,m,n,t = Sk,m,n,t−1 (1− φk,loss) + ηchk P
ch
k,m,σ(n),t −

P dch
k,m,σ(n),t

ηdchk

∀ k ∈ Ksto, m ∈ Mk, n ∈ Nyear, t ∈ T : t 6= 1 (24)

Here, φk,loss is a stand-by loss coefficient (for thermal storages 0.5 %/h, for

batteries 0.1 %/h). ηchk and ηdchk denote charging and discharging efficiencies

(for batteries 0.96, for thermal storages 1). The function σ describes the

assignment between all days of the year n and design days d:

σ : Nyear → D, σ(n) = d (25)

P ch and P dch denote charging and discharging energy flows. The first

time step of day n is connected to the 24th time step of the previous day

(n− 1):

Sk,m,n,1 = Sk,m,n−1,24 (1− φk,loss) + ηchk P
ch
k,m,σ(n),1 −

P dch
k,m,σ(n),1

ηdchk

∀ k ∈ Ksto, m ∈ Mk, n ∈ Nyear : n 6= 1 (26)

The first time step of the first day is connected to the 24th time step of the

365th day (cyclic condition):

Sk,m,1,1 = Sk,m,365,24 (1− φk,loss) + ηchk P
ch
k,m,σ(1),1 −

P dch
k,m,σ(1),1

ηdchk

∀ k ∈ Ksto, m ∈ Mk (27)

The state of charge is limited by a minimum and maximum proportion of

the capacity (for batteries smin
k = 0.2 and smax

k = 0.8):

Sk,m,n,t ≤ smax
k Scap

k,m ∀ k ∈ Ksto, m ∈ Mk, n ∈ Nyear, t ∈ T (28)

Sk,m,n,t ≥ smin
k Scap

k,m ∀ k ∈ Ksto, m ∈ Mk, n ∈ Nyear, t ∈ T (29)
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A minimum charging and discharging time τ (for batteries: 3 h, for thermal

storages: 4 h) limits the charging and discharging power:

P ch
k,m,d,t ≤

Scap
k,m

τk
∀ k ∈ Ksto, m ∈ Mk, d ∈ D, t ∈ T (30)

P dch
k,m,d,t ≤

Scap
k,m

τk
∀ k ∈ Ksto, m ∈ Mk, d ∈ D, t ∈ T (31)

Energy balances

Three energy balances ensure that all heating and cooling demands are

covered by the EH. The heat balance is∑
m∈MBOI

Q̇h,BOI,m,d,t +
∑

m∈MCHP

Q̇h,CHP,m,d,t +
∑

m∈MTES

Q̇dch
h,TES,m,d,t

= Q̇h,dem,d,t +
∑

m∈MAC

Q̇h,AC,m,d,t +
∑

m∈MTES

Q̇ch
h,TES,m,d,t ∀ d ∈ D, t ∈ T

(32)

which includes the heat flows from and to all components (boilers, CHP

units, charging and discharging of heat storages, absorption chillers, and the

demand of the district heating network). The cold balance comprises the cold

generation of the chillers, the cold storage, and the demand of the cooling

network: ∑
m∈MCC

Q̇c,CC,m,d,t +
∑

m∈MAC

Q̇c,AC,m,d,t +
∑

m∈MCTES

Q̇dch
c,CTES,m,d,t

= Q̇c,dem,d,t +
∑

m∈MCTES

Q̇ch
c,CTES,m,d,t ∀ d ∈ D, t ∈ T (33)

The electric power balance includes power generation by CHP units and PV

modules, electricity import from and export to the grid as well as charging
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and discharging flows from and to the battery:∑
m∈MCHP

PCHP,m,d,t + PPV,d,t +
∑

m∈MBAT

P dch
BAT,m,d,t + Pgrid,d,t

=
∑

m∈MCC

PCC,m,d,t +
∑

m∈MBAT

P ch
BAT,m,d,t + Pfeed−in,d,t ∀ d ∈ D, t ∈ T (34)

Feed-in power results from CHP units, PV modules, or batteries:

Pfeed−in,d,t =
∑

m∈MCHP

Pfeed−in,CHP,d,t + Pfeed−in,PV,d,t ∀ d ∈ D, t ∈ T (35)

∑
m∈MCHP

Pfeed−in,CHP,d,t ≤
∑

m∈MCHP

PCHP,m,d,t +
∑

m∈MBAT

P dch
BAT,m,d,t (36)

Pfeed−in,PV,d,t ≤ PPV,d,t (37)

Due to the design day clustering, the peak demands of the clustered

demand time series are not necessarily equal to the peak demands of the

unclustered demand time series (Q̇max
h,dem, Q̇max

c,dem). In order to avoid undersiz-

ing of the generation units, the following constraints ensure that the peak

demands of the unclustered demand time series can be covered:∑
m∈MCHP

P nom
CHP,m

ηnomth,CHP

ηnomel,CHP

+
∑

m∈MBOI

Q̇nom
h,BOI,m ≥ Q̇max

h,dem (38)

∑
m∈MCC

Q̇nom
c,CC,m +

∑
m∈MAC

Q̇nom
c,AC,m ≥ Q̇max

c,dem (39)

The base model presented in this section is an LP. The modifications to the

base model are described for each model feature in the following section.

2.2. Model features

For the features minimum part load, part-load efficiencies as well as start-

up costs, the binary variable yk,m,d,t is introduced which makes the model an
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MILP. This binary variable indicates if a component m of a technology k

is running at a certain time step (yk,m,d,t = 1) or not (yk,m,d,t = 0). The

following big-M constraints ensure that the power of a component is zero if

and only if the respective binary variable y is zero:

Q̇h,BOI,m,d,t ≤ yBOI,m,d,tM̂ ∀ m ∈ MBOI, d ∈ D, t ∈ T (40)

yBOI,m,d,t ≤ Q̇h,BOI,m,d,tM̂ ∀ m ∈ MBOI, d ∈ D, t ∈ T (41)

Q̇c,k,m,d,t ≤ yk,m,d,tM̂ ∀ k ∈ {CC,AC} , m ∈ Mk, d ∈ D, t ∈ T (42)

yk,m,d,t ≤ Q̇c,k,m,d,tM̂ ∀ k ∈ {CC,AC} , m ∈ Mk, d ∈ D, t ∈ T (43)

PCHP,m,d,t ≤ yCHP,m,d,tM̂ ∀ m ∈ MCHP, d ∈ D, t ∈ T (44)

yCHP,m,d,t ≤ PCHP,m,d,tM̂ ∀ m ∈ MCHP, d ∈ D, t ∈ T (45)

2.2.1. Piece-wise linear investments

Piece-wise linear investment curves are used to take into account that

generation and storage units with high capacity have lower specific costs

than units with lower capacity. For modeling piece-wise linear investment

curves, auxiliary variables ξk,m,i for each technology k and each supporting

point i ∈ Nk are introduced. The auxiliary variables couple the investment

costs with the nominal power of the component:

Q̇nom
h,BOI,m =

∑
i∈NBOI

ξBOI,m,iQ̇
nom
h,BOI,m,i ∀ m ∈ MBOI (46)

Q̇nom
c,k,m =

∑
i∈Nk

ξk,m,iQ̇
nom
c,k,i ∀ m ∈ Mk, k ∈ {CC,AC} (47)

P nom
CHP,m =

∑
i∈NCHP

ξCHP,m,iP
nom
CHP,m,i ∀ m ∈ MCHP (48)

Scap
k,m =

∑
i∈Nk

ξk,m,iS
cap
k,m,i ∀ m ∈ Mk, k ∈ {TES,CTES} (49)
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For each component, a Special Ordered Set 2 (SOS2) is introduced, which

ensures that at most two neighboring ξk,m,i in the SOS2 are greater than

zero. In addition, the sum of all auxiliary variables must equal 1:∑
i∈Nk

ξk,m,i = 1 ∀ m ∈ Mk, k ∈ {BOI,CC,AC,CHP,TES,CTES} (50)

For the technologies PV and battery, the investment curve is in accurate

approximation linear due to their modular installation structure. The raw

data used in this study as well as the linear and piece-wise linear investment

curves are depicted in the Appendix (Fig. A.11−A.15).

2.2.2. Component resolution

The feature of having multiple components of the same technology is

realized by setting the cardinality of the component to a value larger than 1.

In this study, a maximum of 3 components is considered for each technology:

|Mk| = 3 ∀ k ∈ {BOI,CC,AC,CHP,TES,CTES,BAT} (51)

If only the feature component resolution is enabled, the optimization model

remains an LP. In this specific case, arbitrarily many optimal solutions exist

which all have the same objective value. This is because the distribution

of the total capacity of a technology to the components has no effect in the

design model. For example, a solution with 3 boilers with 1 MW each has the

same objective value as installing only 1 boiler with 3 MW capacity. Since

this choice is therefore random and does not add any meaningful insights,

further constraints are introduced in this special case, which ensure that the

components’ capacity of each technology is equal:

capk,1 = capk,2 = capk,3 ∀ k ∈ K (52)
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Table 2: Minimum part-load ratios [51, 52, 43]

Technology Part-load ratio

Gas boiler 0.2

CHP unit 0.5

Compression chiller 0.2

Absorption chiller 0.2

This means, a total capacity of 3 MW is split into three components of 1 MW.

2.2.3. Minimum part load

The operation of thermal energy conversion units is usually limited by

a minimum part-load ratio (PLR) which is modeled by the following con-

straints:

PLRBOIQ̇
nom
h,BOI,m ≤ Q̇h,BOI,m,d,t + M̂(1− yBOI,m,d,t)

∀ m ∈ MBOI, d ∈ D, t ∈ T (53)

PLRmQ̇
nom
c,k,m ≤ Q̇c,k,m,d,t + M̂(1− yk,m,d,t)

∀ k ∈ {CC,AC} , m ∈ Mk, d ∈ D, t ∈ T (54)

PLRCHPP
nom
CHP,m ≤ PCHP,m,d,t + M̂(1− yCHP,m,d,t)

∀ m ∈ MCHP, d ∈ D, t ∈ T (55)

Here, a big-M formulation is used in accordance with recent literature [42].

Minimum part-load ratios used in this investigation are listed in Table 2.

Part-load restrictions are neglected for PV modules.
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2.2.4. Part-load efficiency

In this study, part-load efficencies are considered for gas boilers, CHP

units, compression and absorption chillers. The formulation is adapted from

[34]. No part-load decline of PV modules is taken into account. The non-

linear efficiency curves used in this study are illustrated in Fig. 2 and listed

in Tables A.9 – A.12 of the Appendix.

0.20
Load ratio

10.4 0.6 0.8

0.2
0.4
0.6
0.8
1.0
1.2

0

Gas boiler

CHP (el.)

CHP (th.)

a) Boiler and CHP unit

0.20
Load ratio

10.4 0.6 0.8

0.2
0.4
0.6
0.8
1.0
1.2

0

Compr. chiller

Absorp. chiller

b) Chillers

Figure 2: Normalized efficiencies for a) gas boiler and CHP unit and b) compression and

absorption chiller.

In order to model part-load efficiencies, a formulation published in [34] is

adapted, which results in the following constraints (∀ d ∈ D, t ∈ T):

ĠBOI,m,d,t = Q̇nom,aux
h,BOI,m,d,tγBOI + Q̇h,BOI,m,d,tλBOI ∀ m ∈ MBOI (56)

ĠCHP,m,d,t = P nom,aux
CHP,m,d,tγel,CHP + PCHP,m,d,tλel,CHP ∀ m ∈ MCHP (57)

Q̇h,CHP,m,d,t = P nom,aux
CHP,m,d,tγth,CHP + PCHP,m,d,tλth,CHP ∀ m ∈ MCHP (58)

PCC,m,d,t = Q̇nom,aux
c,CC,m,d,tγCC + Q̇c,CC,m,d,tλCC ∀ m ∈ MCC (59)

Q̇h,AC,m,d,t = Q̇nom,aux
c,AC,m,d,tγAC + Q̇c,AC,m,d,tλAC ∀ m ∈ MAC (60)

Here, the power input of a component (e.g. gas demand of gas boiler) is ex-

pressed by the power output (e.g. heat generated by gas boiler), an auxiliary

variable (P nom,aux/Q̇nom,aux) and two linearization parameters γ and λ. The
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linearization parameters are fitted with the non-linear efficiency curves and

listed for all technologies in Table A.8 of the Appendix.

The auxiliary variables P nom,aux and Q̇nom,aux are the product of rated

power and binary variable y. This means, the auxiliary variable equals the

nominal power of the component if the component is running (y=1) otherwise

the auxiliary variable is zero. The product of the auxiliary variable and

binary variable is linearized by the following reformulation (∀ d ∈ D, t ∈ T):

Q̇nom,aux
h,BOI,m,d,t ≤ yBOI,m,d,tM̂ ∀ m ∈ MBOI (61)

Q̇nom,aux
h,BOI,m,d,t ≤ Q̇nom

h,BOI,m ∀ m ∈ MBOI (62)

Q̇nom
h,BOI,m − (1− yBOI,m,d,t)M̂ ≤ Q̇nom,aux

h,BOI,m,d,t ∀ m ∈ MBOI (63)

P nom,aux
CHP,m,d,t ≤ yCHP,m,d,tM̂ ∀ m ∈ MCHP (64)

P nom,aux
CHP,m,d,t ≤ P nom

CHP,m ∀ m ∈ MCHP (65)

P nom
CHP,m − (1− yCHP,m,d,t)M̂ ≤ P nom,aux

CHP,m,d,t ∀ m ∈ MCHP (66)

Q̇nom,aux
c,k,m,d,t ≤ yk,m,d,tM̂ ∀ k ∈ {CC,AC} , m ∈ Mk (67)

Q̇nom,aux
c,k,m,d,t ≤ Q̇nom

c,k,m ∀ k ∈ {CC,AC} , m ∈ Mk (68)

Q̇nom
c,k,m − (1− yk,m,d,t)M̂ ≤ Q̇nom,aux

c,k,m,d,t ∀ k ∈ {CC,AC} , m ∈ Mk (69)

The linearization errors are visualized in Fig. A.16 of the Appendix.

2.2.5. Start-up costs

In order to take into account start-up costs, the objective function is

extended by the summand Cstarts:

minTAC = Cinv + Com + Cgas + Cel −Rfeed−in + Cstarts (70)

In this study, the modeling approach by Bischi et al. [36] is used to

consider start-up costs for CHP units and compression chillers. For these
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technologies, frequent start-ups are particularly damaging, as the moving

mechanical parts are stressed and worn during start-ups and shutdowns.

For modeling start-up costs, a set of binary variables δdayk,m,d,t is introduced,

which indicates if a component is switched on during the respective time

interval (δ = 1) or not (δ = 0). With the operation variables y, this is

formulated for all d ∈ D, t ∈ T : t 6= 1 as follows:

δdayk,m,d,t ≥ yk,m,d,t − yk,m,d,t−1 ∀ k ∈ {CHP,CC} , m ∈ Mk (71)

δdayk,m,d,t ≤ 1− yk,m,d,t−1 ∀ k ∈ {CHP,CC} , m ∈ Mk (72)

δdayk,m,d,t ≤ yk,m,d,t ∀ k ∈ {CHP,CC} , m ∈ Mk (73)

These constraints indicate component starts within a design day. For the

transition between two consecutive design days, a further set of binary vari-

ables δtransk,m,n is introduced. δtransk,m,n is 1 if the component is not running (y = 0)

on the last hour of design day σ(n−1) but is running on the first hour of the

next design day σ(n) using the assignment function σ in Eq. (25). This way,

all 365 transitions between design days are considered which is expressed by

the following constraints (∀ n ∈ Nyear : n 6= 1):

δtransk,m,n ≥ yk,m,σ(n),1 − yk,m,σ(n−1),24 ∀ k ∈ {CHP,CC} , m ∈ Mk (74)

δtransk,m,n ≤ 1− yk,m,σ(n−1),24 ∀ k ∈ {CHP,CC} , m ∈ Mk (75)

δtransk,m,n ≤ yk,m,σ(n),1 ∀ k ∈ {CHP,CC} , m ∈ Mk (76)

The cyclic condition between the last and first hour of a year is:

δtransk,m,1 ≥ yk,m,σ(1),1 − yk,m,σ(365),24 ∀ k ∈ {CHP,CC} , m ∈ Mk (77)

δtransk,m,1 ≤ 1− yk,m,σ(365),24 ∀ k ∈ {CHP,CC} , m ∈ Mk (78)

δtransk,m,1 ≤ yk,m,σ(1),1 ∀ k ∈ {CHP,CC} , m ∈ Mk (79)
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The total start-up costs are expressed by:

Cstarts =
∑

k∈{CHP,CC}

ck,start
∑
m∈Mk

∑
d∈D

wd

∑
t∈T

δdayk,m,d,t +
∑

n∈Nyear

δtransk,m,n

 (80)

Here, ck,start denotes the costs per start-up. Based on cost data presented

in [48], for components with a typical capacity for the EH used in the case

study, the start-up costs are assumed 73.5 EUR for CHP units and 33.7 EUR

for compression chillers.

2.3. Evaluation method and unit commitment problem

In this section, the method for comparing and evaluating the performance

of different levels of detail for MILP models is described. In the literature,

a common approach to evaluate the performance of different models is to

compare them to a benchmark model, which is usually the most complex

model as presented in [62, 63]. In this approach, it is assumed that the model

with the highest level of detail generates the most accurate results, however,

this not necessarily the case [12]. In addition, the objective function values of

different models cannot be compared with each other since the calculation is

based on different boundary conditions: For example, a model that considers

part-load efficiencies tends to have larger operational costs compared to a

model which assumes constant (nominal) efficiencies. Therefore, a different

evaluation method is used in this study. The method is illustrated in Fig. 3

and has also been previously used by Poncelet et al. in [8]:

In a first step, a design optimization is conducted for 24 models resulting

in 24 different EH designs. In this study, an EH design describes the gener-

ation and storage capacities of all system components. The 24 models result
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from different combinations of the five model features. In a second step, the

operational performance of every EH design under close-to-reality conditions

is determined. For this purpose, every EH design is tested in a unit com-

mitment (UC) optimization, in which the system’s operation is optimized

using a detailed model which includes all five model features. The economic

performance determined with the UC optimization is considered a suitable

reference for the comparison of different EH designs. For each of the 24 EH

designs, the UC optimization is solved in a rolling horizon scheme over an

entire year. An optimization horizon of 5 days is used, which is considered

a realistic forecast horizon and ensures reasonable operation of short-term

storages. Based on the results, the TAC of every EH design are calculated:

The TAC consist of the operational costs (gas/electricity costs, feed-in rev-

enues, start-up costs, and maintenance costs) of all rolling horizon periods

as well as annualized investments (based on the piece-wise linear investment

curves). Finally, in a third step, the TAC of the UC optimization and the

computing time of the design optimization are compared for all 24 models

(Section 3.2).

The design optimization is solved with the commercial solver Gurobi (ver-

sion 8) on a workstation with Intel Xeon CPU E5-2667 (2.90 GHz) and 32 GB

memory. The MIP gap of the design optimization is 0.1 % and the time limit

is set to 10 h (36,000 s) which is considered as a limit for usability in the

planning process of energy systems. When a design optimization process is

terminated due to the time limit, the best solution found to this point is

used.
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Figure 3: 24 different MILP models are evaluated in the following three-step process:

Firstly, a design optimization determines the optimal EH design for each model. Secondly,

the operation of all EH designs is determined for a full year in a rolling horizon scheme

(unit commitment problem) and by considering all five model features. This way, the

economic performance of different EH designs under realistic operational conditions are

obtained. Thirdly, the computing times of the design optimization and the economic

performance of the unit commitment problem are compared for all 24 models.

2.4. Limitations

In this study, a detailed UC optimization is used to approximate the real

operation of an EH. However, system dynamics are simplified since quasi-

steady time slices with an hourly resolution are used. In addition, the UC

optimization simply adopts the component capacities as they are determined

in the design optimization. However, in reality only discrete components

(with discrete capacities) can be installed, which would result in capacities

which slightly deviate from the ones of the design optimization.

In this study, five operational model features are investigated which are

expected to have the largest impact on medium-scale energy systems, like

EHs for district energy systems. However, for large-scale generation units,

like large fossil power plants, further operational constraints are relevant,
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e.g. minimum downtimes or ramping constraints. In addition, EH designs

usually have to meet the n-1 criteria since only n-1-robust designs can cover

the demands even if one component fails [52]. In the design optimization in

this study, the n-1 criteria is neglected and not considered as a further model

feature: Firstly, considering the n-1 criteria, is highly complex and multiplies

the number of additional constraints and variables which means that many

models would not be solvable in a reasonable time. Secondly, the additional

value of n-1 robustness can hardly be expressed in terms of TAC since it is

difficult to consider component failures in the UC optimization.

A low number of design days is used in the design optimization (6 days) in

order to be able to solve most of the optimization models within a reasonable

time frame or, at least, achieve sufficiently low MIP gaps. However, for

selected models, the optimization results have been validated with a larger

number of design days and found to be consistent.

3. Case study

In this section, the different model formulations are applied to a use case:

In Section 3.1, the use case is introduced. In the subsequent sections, the

optimal system designs and their operational performances are analyzed in

detail.

3.1. Case study description

The case study comprises 17 buildings of a research campus in Germany.

All buildings are connected to a district heating and a district cooling net-

work. In this study, the optimal design of an EH, supplying both thermal

networks, is investigated. The annual heating and cooling load profiles are
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depicted in Fig. 4. The annual heat demand of the district is 6.4 GWh, and

the annual cooling demand 10.0 GWh. 73 % of the cooling demand result

from two data centers. The peak heat demand is 2.01 MW and the peak

cold demand 2.42 MW. Heat and cold losses of both networks are estimated

by static heat transfer correlations. The maximum area for PV modules is

8000 m2. A detailed description of the use case is given in [64].

Figure 4: Load profiles of the district heating and district cooling networks.

3.2. Performance evaluation

For evaluating which model is best suited for EH design optimization,

the trade-off between computing time and economic performance of an EH

configuration is investigated. In Fig. 5, the computing time of the design

optimization as well as the TAC of the UC optimization are depicted for

all 24 optimization models. A large range of the TAC between 391 and

481 kEUR/a is observed. The computing time ranges from 10 s to the time

limit of 10 hours (= 36, 000 s). 12 design optimizations are terminated after

reaching the time limit. The MIP gap of all optimization results is listed in

Table 3. Three optimizations (models 1, 2, and 9) show a MIP gap of more
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than 3 % which means that the EH design of these models are uncertain and

the results should be treated as such.

Models which consider part-load efficiencies in the design optimization

are located in the upper left corner of Fig. 5 (low TAC, high computing

times): All solutions are within the lowest 20 % of the cost range but they

all reach the time limit. The model with the best performance in the UC

optimization, is model 2 which considers all features except for start-up costs

(ICLE-). The fact that model 1, which considers all features (ICLES), has a

lower performance compared to model 2 can be explained by the remaining

MIP gap of the design optimization after the time limit was reached. An

extended design optimization for model 1 with an increased time limit of

48 h led to a MIP gap of 2.4 % and TAC of 392 kEUR/a.

In the bottom left corner of Fig. 5, the solutions of model 13 (-CL-S), 14

(-CL--), and 23 (-C---) are located. Their TAC are also within the lowest

20 % but do not include part-load efficiencies.

The models 5 (ICL-S), 6 (ICL--), and 11 (IC---) are located in the top

right corner (high TAC, high computing time): The combination of piece-wise

linear investment curves and multiple component resolution while neglecting

part-load efficiencies leads to designs with large generation units but small

storage units (more details in Section 3.3).

In general, it is expected that the more model features are included, the

more complex the models, and the higher the expected computing time.

Model 1 (ICLES) has the highest complexity and model 24 (-----) the low-

est. However, results show that the computing time does not strictly cor-

relate with the number of binary variables and SOS2 constraints which is

32



Figure 5: Trade-off between computing time of design optimization and economic perfor-

mance (total annualized costs) of unit commitment problem.

33



Table 3: Computing time of design optimization and total annualized costs of unit com-
mitment problem for all 24 models (MIP gap of design optimization: 0.1 %, time limit
of design optimization: 36,000 s). The last column indicates the feature combination: I:
Piece-wise linear investment curves, C: Multiple component resolution, L: Minimum part
load, E: Part-load efficiency, S: Start-up costs.

Model Computing MIP gap TAC Features
time (s) (%) (kEUR/a)

1 36,000 12.07 397 ICLES
2 36,000 4.03 391 ICLE-
3 36,000 0.71 397 I-LES
4 36,000 0.49 398 I-LE-
5 4,633 ≤ 0.1 472 ICL-S
6 11,729 ≤ 0.1 474 ICL--
7 109 ≤ 0.1 470 I-L-S
8 65 ≤ 0.1 471 I-L--
9 36,000 8.36 398 IC-E-
10 36,000 0.61 397 I--E-
11 3,945 ≤ 0.1 481 IC---
12 45 ≤ 0.1 481 I----
13 25 ≤ 0.1 400 -CL-S
14 37 ≤ 0.1 403 -CL--
15 60 ≤ 0.1 471 --L-S
16 56 ≤ 0.1 471 --L--
17 36,000 0.14 397 -CLES
18 36,000 1.18 397 -CLE-
19 36,000 0.64 403 --LES
20 36,000 0.92 402 --LE-
21 36,000 1.21 397 -C-E-
22 36,000 0.63 404 ---E-
23 30 – 410 -C---
24 10 – 478 -----

in line with the findings published in [27] and indicates that the structure

of constraints has a higher impact than their quantity. As described above,

high computing times are observed for models which consider part-load ef-

ficiencies. Modeling part-load efficiencies adds 576 binary variables which

describe in every time step the linearization of the rated capacity and the

operation binary variable y. High computing times are also observed when

both features, piece-wise linear investments and multiple component resolu-
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tion, are considered, this is because they add 22 SOS2 constraints to the

model. The features minimum part load and start-up costs do not lead to a

notable increase of computing time.

3.3. Cost structures

TAC consist of annualized investments as well as operational costs and

revenues. The cost shares of the UC optimization are depicted for all models

in Fig. 6. Natural gas purchases account for the largest and investments

for the second largest share of costs. Negative costs represent revenues from

the feed-in of CHP and PV power. Models with low TAC, have a higher

share of investments compared to models with high TAC, which indicates

that higher investments pay off over the lifetime of the energy system. For

example, model 2 (ICLE-) has the lowest TAC (391 kEUR/a) and the share

of investments is 61 % (239 kEUR/a) while model 12 (I----) has the highest

TAC (481 kEUR/a) and the share of investments is 48 % (229 kEUR/a). The

cost differences of the operational costs mainly result from gas costs (this

is discussed in detail in Section 3.4.1). EH designs with high gas costs also

show high electricity costs and at the same time low revenues from CHP

feed-in (EH design 5-8, 11, 12, 15, 16, and 24). The share of start-up costs

is negligible for all designs (< 1 %).

3.4. Optimal system designs

The capacities of the conversion and storage units determined by the 24

models are depicted in Fig. 7 - 9. PV and battery capacities are not depicted

since they are identical in all designs: 1.6 MWp PV and no battery. Stapled

columns of the same color indicate that multiple units of the same technology
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Figure 6: Shares of annual costs and revenues for all 24 energy hub designs.

are installed, e.g. in Fig. 7, design 1 comprises three gas boilers with different

capacities: 0.3 MW, 0.5 MW and 0.9 MW. In addition, two CHP units are

installed with a capacity of 0.08 MW and 0.15 MW. As shown in Fig. 7

and 8, the total heat and cold generation capacities are almost identical in

all designs. This also results from constraints (38) and (39) which ensure

that the installed capacities can meet the annual peak of heating and cooling

demands and therefore ensure a minimum generation capacity. The ratio of

CHP capacity to gas boiler capacity is also very similar across all designs:

The total CHP capacity is about 0.25 MW and the gas boiler capacity about

1.75 MW. This means that in this case, the dimensioning of heat generation

units is robust against the degree of model complexity. As depicted in Fig. 8,

the dimensioning of the chillers is substantially different between the designs.

In designs 19, 20, and 22, a large absorption chiller capacity of about 0.7 MW

is installed, while in all other designs the absorption chiller capacity is almost
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negligible (< 0.1 MW). The three designs with large absorption chillers also

include large heat storages as they enable shifting excess heat from CHP units

to times with high cooling demands. Fig. 9 depicts the capacities of heat and

cold storage across all designs. The capacities substantially differ between

the 24 designs: The total heat storage capacity ranges from 0.7 (EH design

24) to 4.8 MWh (EH design 3). The large differences in storage capacity

result from the sizing of the generation units: A flexible generation design

(with multiple small generation units) leads to smaller storages; an inflexible

generation portfolio (with a single oversized generation unit) requires larger

storages. This is analyzed in detail in Section 3.4.1. Cold storages are only

installed in three designs: The largest cold storage (0.46 MWh) is installed

in design 2. In addition, designs 18 and 21 have three small storages with a

similar total capacity.

3.4.1. Part-load operation as cost driver

In this section, the operation of the EH designs is analyzed in more detail.

The goal is to investigate why some designs perform substantially better than

others in the UC optimization. EH designs which lead to low TAC can be

aggregated into three groups: The first group of designs (designs 1, 2, 9,

13, 14, 17, 18, 21, and 23) comprises multiple down-sized gas boilers and

some of them multiple CHP units. The second group of designs (designs

3, 4, and 10) has large heat storage capacities and compression chillers for

covering the cooling demands. A third group (designs 19, 20, and 22) has

large heat storage capacities as well and in addition to compression chillers

also absorption chillers.

By using either multiple small units, large storage capacities, or addi-
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Figure 7: Installed gas boiler (nominal heating capacity) and CHP unit capacity (nominal

electric power) for all 24 energy hub designs.
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Figure 8: Installed cooling capacity of compression and absorption chillers for all 24 energy

hub designs.
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Figure 9: Installed storage capacity of heat and cold storages for all 24 energy designs.
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tional absorption chillers, all designs result from maximizing the full load

operation of boilers and CHP units and thus reduce part-load operation. In

contrast, designs which lead to high TAC (designs 5, 6, 7, 8, 11, 12, 15, 16,

and 24) comprise only one large generation unit for each technology. These

units are sized with respect to peak demands and are therefore oversized

during most of the year. In addition, since only small thermal storages are

installed, the generation units are operated at part load most of the time.

The different operation of design 4 (large unit, large storages), design 14

(multiple down-sized units, small storages), and design 11 (large unit, small

storage) is depicted for a winter day in Fig. 10: In design 4, the large gas

boiler is switched on multiple times a day. During operation, the gas boiler

runs at full load and surplus heat is stored in the heat storage. When the

gas boiler is turned off, the heat storage is discharged and covers the heat de-

mands. In Fig 10 b), the operation of design 14 comprising three gas boilers

with low capacity is depicted. A combination of two of the three gas boilers

follow the heat demand profile closely and minor deviations are balanced

with heat storages. The operation of EH design 11 is depicted in Fig 10 c).

The design neither comprises a large heat storage nor multiple gas boilers.

As a result, the large gas boiler follows the heat demand exactly which leads

to substantial part-load operation and low efficiencies.

Part-load operation can be identified as a main cost driver for TAC: The

cost share which fluctuates the most between the models are gas costs (Fig. 6)

and therefore, since the gas price is constant over time, the gas consumption

of gas boilers and CHP units has a strong impact on the costs. In addition,

the ratio of boiler capacity to CHP capacity is almost the same in all EH
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Figure 10: Heat balance for three energy hub designs on a winter day: a) Design 4 has

a large heat storage capacity which enables to operate the large gas boiler at full load,

switching frequently between on and off. In design 14, multiple small gas boilers ensure

that the heat demand is covered at high part load. In design 11, a large gas boiler follows

the demand profile exactly since no large storage units are available.

designs (c.f. Fig. 7). As a result, the fluctuations in the gas consumption

result from the fact that in some EH designs, boilers and CHP units are

operated at higher load, and thus at higher efficiencies. In Table 4, the share

of full load operation of boilers and CHP units for four different EH designs

is listed. EH design 4 and 14 have low gas costs and, in both designs, gas

boilers and CHP units are operated more than 80 % of the operation time in

full load. The gas boilers of design 11 and 24 are only operated in part load

and CHP units operate about 80 % in part load. The full load operation of

gas boilers is of particular importance: Firstly, more than half of the heat is

generated by gas boilers, and secondly, the efficiency decline of gas boilers is

larger than of CHP units.

4. Discussion

In this section, the impact of every model feature on the operational per-

formance is discussed. Like in the previous sections, the term model refers

to the MILP formulation and EH design to the corresponding system con-

42



Table 4: Share of annual full load operation time of gas boilers and CHP units. The high

part-load operation times of boilers and CHP units in design 11 and 24 leads to increased

gas consumption.

Design 4 Design 11 Design 14 Design 24

Gas boiler 1 0.85 ≈ 0 0.96 ≈ 0

Gas boiler 2 − − 0.94 −
Gas boiler 3 − − 0.85 −
CHP unit 1 0.81 0.77 0.8 0.81

CHP unit 2 − − 1 −
CHP unit 3 − − 1 −
Gas costs (kEUR/a) 293.6 353.8 282.5 359.7

figuration; for example, EH design 4 is the optimal solution of model 4. As

introduced in Section 3.2, the notation ICLES is used to describe which of

the five features are considered in the respective model.

4.1. Piece-wise linear investment curves

Piece-wise linear investment curves are considered in the models 1 – 12.

Models 1, 2, 3, 4, 9, and 10 also include part-load efficiencies and, as described

in Section 3.2, lead to low TAC and high computing times, regardless of other

features. All other models (model 5, 6, 7, 8, 11, and 12) have low storage

capacities and only one large component of every technology, which results

in high TAC. The models 5 (ICL-S), 6 (ICL--), and 11 (IC---) additionally

include multiple components and comprise a large number of binary variables

and therefore, lead to high computing times as well.
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4.2. Multiple component resolution

Multiple components for every technology are considered in 12 models. In

6 of these models (1, 2, 9, 17, 18, and 21) part-load efficiencies are considered,

leading to high computing times and low TAC.

Models 13 (-CL-S) and 14 (-CL--) lead to an EH design with low TAC and

very low computing times of 25 and 37 s, respectively. As further outlined

in the following section, the features minimum part load (L) and start-up

costs (S) have a small impact on the optimization. As a result, model 23

(-C---) shows a similar performance as models 13 and 14 with low TAC

and low computing times. This is remarkable since it suggests that with a

simple LP model, which models multiple components for every technology, a

well-performing EH design can be obtained. In model 23, Eq. (52) ensures

that the components of each technology have the same capacity in order to

avoid a non-determined, random split of the total installed capacities. The

total capacities of every technology in design 24 (-----) are almost identi-

cal to the total capacities of design 23. From this result, a simple design

heuristic can be derived: Firstly, an LP model (like model 24) is solved in

order to obtain the total capacities of every technology. In a second step,

the total capacities are split to a defined number of components. For this

heuristic, two open questions arise: At first, what is the optimal number of

components that should be installed for every technology? On the one hand,

an EH design with a single component for every technology lacks operational

flexibility. On the other hand, a large number of components leads to un-

necessary high investments due to the non-linearity of the investment curves.

Secondly, since splitting the total capacity to n equally sized components is
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not optimal, which ratios should be used for the capacity split? For exam-

ple the well-performing EH design 2 suggests to split the boiler capacity in

the ratios 2.9 : 1.5 : 1. Based on the total capacities obtained with model 24,

the heuristic design approach is investigated for four split ratios, as listed in

Table 5: Splitting the capacity into two equally sized components, reduces

the TAC from 478 kEUR/a (EH design 24) to 423 kEUR/a. A split ratio of

2:1 leads to even lower costs of 402 kEUR/a since the EH design has a larger

operational flexibility. If the total capacity is split into three components,

TAC of 410 kEUR/a are obtained for equally sized components (1:1:1), and

396 kEUR/a for split ratios 3:2:1.

Table 5: TAC of UC optimization based on the heuristic design approach for four split

ratios with 2 and 3 components.

Number of Capacity split TAC

components ratio (kEUR/a)

1 No split 478

2 1:1 423

2 2:1 402

3 1:1:1 410

3 3:2:1 396

4.3. Minimum part-load limitations

The impact of considering minimum part load limitations (L) is small.

This can be derived by analyzing the performance of models which only differ

in this feature, e.g. models 2 (ICLE-) and 9 (IC-E-). In total, 8 of these

model pairs can be identified. Since the model complexity increases when
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considering minimum part load, the computing times also tend to increase,

e.g. model 6 (11,729 s) compared to model 11 (3,945 s). The TAC of all model

pairs are very similar: In 7 of the 8 model pairs, the model which considers

minimum part load limitations has lower TAC. However, the TAC reduction

lies within 2.1 % and thus, the benefit from considering minimum part load

limitations is small. In 5 of 8 model pairs, the heat storage capacities are

sized larger when minimum part load is considered. In two model pairs (18/24

and 14/23) the capacity is almost equal, only in one model pair (4/10), the

storage capacity is smaller.

If the feature minimum part load is not enabled in the design optimiza-

tion, small heating or cooling demands may not be covered in the UC op-

timization since they are lower than the minimum part load of the smallest

unit. These shortages only occur in designs which are based on piece-wise

linear investment curves and therefore comprise large generation capacities.

The unmet heating and cooling demands are penalized by additional costs

(assuming chiller COP of 6 and boiler efficiency of 0.9). However, the short-

ages hardly affect the results since the unmet demands are very low (0.005 %

for cooling and even lower for heating). In addition, it is plausible to assume

that in practice, small shortages are balanced by the thermal inertia of the

generation units and the thermal networks.

4.4. Part-load efficiency

As described in Section 3.4.1, part-load efficiencies have the strongest

impact on the design optimization. The TAC of EH designs optimized with

part-load efficiencies are all within the lowest 20 %. Models which consider

part-load efficiencies lead to EH designs that ensure high full-load operation,

46



regardless of other model features: Multiple units are installed, even when

piece-wise linear cost functions favor the installation of a single unit with

large capacity (investment of multiple down-sized units is higher than one

large unit). If multiple units cannot be selected, the optimization selects

large storages and/or absorption chillers, which use surplus heat from boilers

and CHP units. Computing times of all models with part-load efficiencies

reach the time limit of 10 h.

4.5. Start-up costs

In this case study, the impact of considering start-up costs (S) in the

models is small and hardly affects the results. No remarkable difference in

TAC or computing times is observed between the 7 model pairs which only

differ in this feature, like the models 1 (ICLES) and 2 (ICLE-). Moreover no

systematic tendencies in TAC or computing times are observed. The reasons

of the low impact is that CHP units and compression chillers are operated

or shut down over long time intervals and only a small number of start-ups

are observed since heating and cooling demands occur mostly throughout the

year. This can be different for use cases with distinct day profiles which lead

to numerous start-ups and shutdowns over a year.

5. Conclusions and outlook

In the following sections, the main conclusions of the model analysis are

summarized and an outlook on future research questions is provided.
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5.1. Conclusions

In this paper, a systematic comparison of 24 MILP models with different

levels of detail for the design of multi-energy systems is conducted. The

resulting EH designs are tested in a UC optimization with high operational

detail and the system performance is quantified by evaluating TAC.

The total installed generation capacities of gas boilers, CHP units, chillers,

and PV modules are almost constant in all EH designs. Only in three mod-

els, the total generation capacity differs substantially (installation of more

absorption chiller and less compression chiller capacity). This indicates that

a simple LP model can estimate the total capacity of the technologies quite

accurately. However, sizing multiple, individual components for each tech-

nology is more challenging than estimating the total capacities and the model

requires a higher level of detail, especially regarding operational constraints.

As a result, the TAC of the UC optimization vary widely across the models:

From 391 to 481 kEUR/a (+23 %). The same applies to the computing times

of the design optimization which vary from 10 s to more than 10 hours (time

limit).

The analysis of the impact of the different model features lead to the

following conclusions:

• The largest impact on the TAC has the share of part-load operation. As

a result, a key model feature are part-load efficiencies, which in all cases

lead to well performing EH designs (12 of the 14 best performing models

consider part-load efficiencies). EH designs which are determined with

part-load efficiencies comprise multiple components of every technology

or alternatively, if multiple components are not allowed, large thermal
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storages. Both, the installation of multiple small units or large thermal

storages, enable a system operation in which components are operated

at full load most of the time. However, considering part-load efficiencies

leads to very high computing times (> 10 hours) which is not practical

for the early planning phase in which frequent updates of the boundary

conditions require multiple, repetitive optimization runs.

• Models with piece-wise linear investment curves only lead to well-

performing designs if part-load efficiencies are considered in the models

as well (this is the case in 6 of the 9 best performing models). Other-

wise, for each technology, a single oversized component and too little

storage capacities are selected, which leads to high operational costs

and low operational flexibility (this is the case in 6 of the 9 worst per-

forming models).

• In the case study, minimum part-load limitations or start-up costs do

not have a relevant effect on the system performance.

The model comparison shows that well-performing system designs are also

obtained with LP models: Model 23, which only considers the installation of

multiple components for each technology and neglects all other operational

constraints in the design optimization, leads to low TAC (410 kEUR/a) and

a low computation time (30 s). From this result, a simple design heuristic

is derived: In a first step, an LP model is used to determine the optimal

total capacity of every technology. In a second step, the total capacity is

evenly distributed among several components. This hybrid approach leads

to systems with low TAC while keeping computing times low as well.
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5.2. Outlook

While this paper provides first valuable insights which model features (or

feature combinations) are important in design optimization models, it also

raises new questions which need to be addressed in the future:

Developing new, less complex approaches for modeling part-load efficien-

cies is considered a promising research path since this feature is crucial in

design optimization but substantially increases the computational costs.

This study demonstrates that hybrid approaches (LP model with sim-

ple heuristics) are promising in order to determine well-performing system

designs while keeping computing times small. A resulting question is how

the total generation capacity (obtained from an LP) can be split to multi-

ple components. This includes the question, how many components for each

technology should be installed, and secondly, in which ratio the capacity is

split. In addition, it is unclear if an LP model always determines a good ap-

proximation of the total capacity, especially with respect to storages. While

this approach shows good results for the use case presented in this study, it

should be applied to other use cases for further validation.

This study focuses on MILP models. However, non-linear optimization

models are also widespread in energy design optimization. It would be worth-

while to conduct a similar investigation for non-linear models and investigate

if non-linear models can achieve better performances than MILP models.

Besides different component models, model parameters also affect the

optimal system design which leads to the following exemplary questions:

What is the effect of an incorrectly assumed electricity price on the EH

design and which additional costs are caused in later operation by erroneous
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assumptions? Further parameters, like gas prices or the number of design

days used in the design optimization, are expected to have a relevant effect

on the design as well.

6. Acknowledgments

We gratefully acknowledge the financial support by the Federal Ministry

for Economic Affairs and Energy (BMWi), promotional reference 03EWR020E

(Reallabor der Energiewende: TransUrban.NRW ).

7. Nomenclature

Abbreviations

CHP Combined heat and power

COP Coefficient of performance

EH Energy hub

LP Linear program

MILP Mixed-integer linear program

PV Photovoltaics

SOS2 Special Ordered Set type 2

TAC Total annualized costs

UC Unit commitment

Indices and Sets
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d ∈ D Design day

n ∈ Nyear Day of year

i ∈ Nk SOS2 variable

t ∈ T Time step

m ∈M Component

k ∈ K Technology

Variables

A PV area

C Costs

δ Start-up binary variable

G Gas power

I Investment

P Electric power

Q Thermal power

R Revenue

S State of charge

y On/off binary variable

ξ SOS2 auxiliary variable

cap Generation/storage capacity

Parameters
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a Annuity factor

β Heat ratio

c Start-up costs

η Efficiency

f Operation & maintenance factor

G Solar irradiance

i Specific investment

M̂ Big-M coefficient

p Energy supply price

PLR Part-load ratio

r Feed-in tariff

τ Minimum (dis-)charging time

wd Design day weight

φ Storage loss factor

λ Part-load parameter

γ Part-load parameter

Sub- and superscripts
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AC absorption chiller

aux auxiliary

BAT battery

BOI boiler

c cooling

cap capacity

CC compression chiller

ch/dch charge/discharge

CHP combined heat and power

CTES cold thermal energy storage

dem demand

el electricity

feed-in electricity feed-in

gas natural gas

grid electricity grid

h heating

inv investment

loss thermal loss

max maximum

min minimum

nom nominal

om operation & maintenance

STC Standard Test Conditions

starts component starts

sto storage

sol solar

TES thermal energy storage

tot total

trans transition
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Appendix A. Model parameters

Table A.6 lists the economic parameters of generation and storage tech-

nologies. In Table A.7, further general model parameters are listed.

Table A.6: Economic parameters of technologies.

Gas CHP Comp. Absorp. Thermal

Boiler unit chiller chiller PV Storage Battery

Life time [a] 20 15 15 18 20 20 10

Annuity factor ainv [%] 8.02 9.87 9.87 8.67 8.02 8.02 12.95

Share op. & main. fom [%] 3 8 3.5 3 1 2 1

Table A.7: General model parameters.

Parameter Value

pgas 0.028 EUR/kWh

Gsol,STC 1000 W/m2

ηPV,STC 20.8 %

ηnomel,CHP 40.5 %

ηnomth,CHP 47.8 %

ηnomBOI 90 %

COPnom
CC 6

βnom
AC 68 %

Appendix A.1. Investment curves

The linear and piece-wise linear fits of investments are depicted in Fig. A.11−A.15.

55



0 250 500 750 1000 1250 1500 1750 2000

Nominal heating capacity (kWth)

0

20

40

60

80

100
In

ve
st

m
en

t
(k

E
U

R
)

Segmented regression

Linear regression

BMVBS Report

IUTA Report

TGA Report

Figure A.11: Linear and piece-wise linear fit of gas boiler investment based on [65, 66, 67].

Appendix A.2. Part-load efficiencies

The linearization parameters used for modeling part-load efficiencies are

listed in Table A.8. A comparison of the linearized and non-linear efficiency

curves are depicted in Fig. A.16 and the linearization method is visualized

in Fig. A.17. The numeric values of part-load efficiency curves are listed in

Tables A.9 to A.12.
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Figure A.12: Linear and piece-wise linear fit of CHP unit investment based on [65, 67, 68].

Table A.8: Parameters γ and λ for the linearization of part-load efficiencies.

γ λ

Gas boiler 0.4576 0.6599

CHP unit (el) 0.2548 2.2135

CHP unit (th) 0.2244 0.9545

Compr. chiller 0.0435 0.1189

Absorp. chiller 0.0510 1.3565

Table A.9: Part-load efficiency of gas boilers [71]

PLR 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2

ηBOI 0.9 0.86 0.81 0.76 0.70 0.62 0.56 0.45 0.35
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Figure A.13: Linear and piece-wise linear fit of compression chiller investment based on

[65, 67].

Table A.10: Part-load efficiency of CHP units [72]

PLR 1 0.75 0.5

ηBHKW,el 0.405 0.392 0.367

ηBHKW,th 0.478 0.49 0.516

Table A.11: Part-load efficiency of compression chillers [73]

PLR 1 0.92 0.84 0.74 0.68 0.58 0.50 0.42 0.34 0.26

COPCC 5.74 5.92 6 5.92 5.73 5.48 5.05 4.61 3.95 3.04

Table A.12: Part-load efficiency of absorption chillers [71]

PLR 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2

βAC 0.68 0.71 0.72 0.73 0.71 0.79 0.67 0.63 0.56
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Figure A.14: Linear and piece-wise linear fit of absorption chiller investment based on

[65, 69].
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Figure A.15: Linear and piece-wise linear fit of thermal energy storage investment based

on [65, 70].
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Figure A.16: Non-linear (red) and linearized (black) efficiency curve of gas boiler, CHP

unit, compression and absorption chiller. The vertical axis describes the input power

(gas, electricity, heat), the horizontal axis the output power (heat, electricity, cold). The

efficiency curves are modeled between the minimum part-load ratio (PLR) and the nominal

capacity.
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Figure A.17: The parameter γ describes the change of the offset of the linearized function

when changing the rated power. λ is the slope of the linear function.
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[67] A. Hempel, H. P. Schettler-Köhler, A. Vilz, D. Thiel, M. Ehrlich, Ermit-

tlung von spezifischen Kosten energiesparender Bauteil-, Beleuchtungs-,
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